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History

¢ 1963 Quantitative study of variation and change in the speech community
has been intensively corpus based since inception

¢ 1971 Montreal Group began to create first computer based corpus for
speech community study

¢ 1999 Gregory Guy convened a workshop on publicly available corpora,
invited us to present on LDC corpora of potential use to sociolinguistics

¢ 2001 presented on corpus based sociolinguistics, our DASL project and the
—t/d deletion study

¢ 2002 presented with William Labov on the SLx Corpus of classic
sociolinguistic interviews and the DASLTrans

¢ 2003 organized Workshop at Penn of robust sociolinguistic methodology

¢ 2007 Malcah Yaeger-Dror convened workshop, invited Reva Schwartz, and
MIT-LL and LDC to present on transcription practice and Phanotics project

¢ 2009 today we are very close to the realization of this ideal
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Vision

¢ raw data - text, audio, video - is digital as are annotations, specifications
¢ transcripts other annotations are linked back to the original, raw data

e time stamped for speech, linked via word offsets for text
¢ raw data or transcript proxy is computer searched for target variables

e lexicons, speaker tables, other data external to recordings consulted as needed

¢ coding decisions are still made by humans

e though the potential for partial automation exists

¢ variables, coding practice described to permit replication by others on the
same or comparable data

¢ coding strings, examples in a paper, dots on a scatter plot or tracked
backed to original recordings

¢ ideally data also publicly accessible.
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Segmentation

¢ Virtually divide digital audio stream into manageable units

¢ Greatly facilitates downstream transcription, token retrieval,
coding, analysis

¢ Can also indicate structural boundaries in recording
¢ Variable segment granularity to meet project needs

e Maximum segment duration of 5-8 seconds makes downstream
transcription and coding considerably more efficient

m Sentence units (SU), breath/pause groups are convenient first-order units
m Turns, discourse units, word, phones, etc. as optional second pass
¢ With right tools, SU or breath group segmentation can be
performed in under 1.2x real time

e Automatic segmentation, forced alignment with manual verification can
also save time
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Transcription
¢ Why a full transcription?
e Index to speech, searchable
e Provides stable basis for subsequent tasks

¢ Transcription specification to document conventions
for orthographic representation

e Use of standard orthography facilitates subsequent
searching, retrieval of tokens, reanalysis

e Specify treatment of common phenomena like disfluencies,
non-standard forms, mispronunciations, transcriber
uncertainty

¢ Transcription can be quite efficient given right tools
combined with short audio segments
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Comparison of Methods

Quickest

Most CarefuL

Segmentation
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Manual
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Content words

Add partial words,

Add partial words,

Add verification pass

disfluencies disfluencies
. . . Exhaustive w/
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Transcriber . Fl Fl
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Uncertainty guess verification
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Marking correction
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Backgrnd Noise verification
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Approximately 10x including segmentation
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Quick Transcription Example

- - = ]

Respandenl] | A good story is that uh 3
Respanderi] | when | was in high school that integrated

Respondenl] | the — the schools

Respandenl] | | ywas taking algebra and there's a lot of stories about how | was mistreated and Stuff.
Respondenill | Bt | was having difficulty with - with algebra.

Respandenl] | And | was sitting at the kitchen table trying to do my homework.

Respandeni] | And | said -- | got frustrated and said | just can't figure this out, I'm just -

Respandenll | Sy father said what's the problem, he came by, he said what's the problem?

Respondenl] | And | said ({it's this)) algebra, and he said well let me look at it. | said Dad this is algebra.
Respondenill | They didn't even have algebra in your day.

Respandenil | And uh - and |went to sleep, lwent to bed.

Respondenil | And around four o'clock that morning he woke me up, he said

Respandenl] | come on son get up.

Responderil | And | said what -- what's wrong. He said let's talk about this algebra.

Respandeni] | He sat me at the kitchen table.

Respandeni] | And he - we went over algebra. He taught me algebra.

Respandeni] | wWhat he had done is sit up all night and read the algebra book.

Respondenl] | And then he explained the problems to me,

Respandenil ) oo | could do them, and understand them.

Respondenl| AR to this day | live my [iTe trying to be half the man my Tather was. [vos ] [ves ] [srRT ] [cLr ]
F.espondent

D JAL:% Dﬁlf the man. (st ] [Esia]) [(MRG] [vRGa)
Respenderl] | | would be & success if my children loved me half as much as | loved my father. .| [rs ] [Las ] [Lac |

Z:33.1585 20,6895 71253747 4,6855 [E] [:] [:] [:] _'| T

o 2300 2.350 a0 2450 2:500 2550 50040
o Ty Ty Ty Ty ey Ty T Ty Ty
T 1 I T R — 1 I T T 1 I T T 1

) Interviewer (F)
) Respondent (M)

ready

http://www.ldc.upenn.edu/XTrans
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Token Selection

¢ Selection of tokens for analysis can be automated to large
extent

e Concordance to identify tokens of interest
m Using string matching, regular expression queries
e Filters to remove additional non-tokens

¢ More robust than manual selection, which might miss or
overlook tokens

¢ Implemented in DASL t/d study

TIMIT Corpus (LDC93S1)

P A ) °
55,000 words )L_concordance .ﬂm 2059 words ° 15781/d
’ o Jokeng o

Switchboard Corpus (LDC97562)

3,217,800 N ororgase 100,048 45.164 - 26,733 1/d °s
words words words °,lOKENS, o
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Coding Spec Challenges

¢ Difficulty of achieving perfectly explicit guidelines
e Even when working on well-studied variable

¢ In DASL t/d deletion study, goal was to investigate
comparability of corpus-based approaches with previous
studies involving sociolinguistic interview data

¢ But previous t/d coding specs not typically published

e Had toresort to personal communication with authors, detective work,
reverse engineering from results

¢ Variation in coding for some factor groups inhibits direct
comparison of results
e Morphological factors, e.g. passives ("l was frightened")

¢ Some categories unmentioned - how were these coded?
= Nasal flaps? Glottalized segments? What constitutes a pause?
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Coding Spec Best Practices

¢ Formal annotation/coding specifications promote coder reliability and
direct comparison of results

¢ Developed iteratively over several rounds of pilot labeling including
analysis of inter-coder reliability, via (double-blind) dual coding

e Consider removal, merging of rules/categories with low consistency
¢ Written guidelines include
Title, date, version number
Introduction with framing/contextual info and general description of rule syntax
Screenshots of annotation/coding interface

Multiple examples for each rule

m Including some difficult cases as well as counter-examples
Embedded sound files to illustrate application & non-application of rule
Appendix, glossary

o
o
e Rules of thumb to promote consistent labeling
e C(Can't tell, difficult decision flags

(

Link to) guidelines published along with results
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Coding

¢ Careful data preparation (segmentation,
transcription) and pre-selection of all candidate
tokens enables efficient coding

¢ "Regions of interest' already identified

¢ Attention directed at a single task: how is this variable
realized in this batch of tokens

¢ Some customization of coding tools can increase
efficiency further still
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DASL t/d Coding Tool

- DASL - Project: t/d Deletion - Netscape

Fle Edit Yiew Go Communicator Help

Welcome: Data and L ¥ nnotations for K Jocio Linguistics
Jump to: Independent Variable File: | Token File: Annotation File: Page:  [TokenaPage: Total Tokens:
(Shared/TDdeletion.tag (Shared/ TDdeletion tok  [ecieriTDdeletion.ann  |[1/83 25 2059
Mext Page
L ...loved to chew on the 0ld Iag doll.
DASL Home 2055, Male, MNew Tork City, 28 White, Edchelor's Degree
tid: " Tntouched © Deleted & Retained © Unsure © MNA
tid Deletion
Page TvIorphological: 0 Monomorpl%ﬁr\r Trre Past © Eegular Past
. © Stop @ Lateral © “Rhotic © olar Masal © Other MNaszal © Alveclar Fricative
Preceding: .
Other Fricative
Following: © Obstruent © Lateral & EBhotis & Cluste Glide © Other Glide © Vowel © Pause
AN
comments: |vacalized 1
. waweWiew 1.1 - Netscape - [O] =]
2‘ . ﬂlﬂSE W].ll] te Eil= Edit Mew Go Communicator Help
2055, Mele, Hew T WaveView version 1.1 Corpus: mﬂenme: erSfmachISXBBl.wav B
Time:0.0sec Dn0.327T171425ec L1 42TESY1458c F1.7543285 C j
| =B=| |Document: Done

~a328 a0 05705 T.047 T.A5T Fog
Zoorm In I Zoom Out I Zoorm Full Qut I Bracket Mark Wiindowe Foraward 'i wiindow Backward
Stop Play I FPlay Mark I Play WWindow I Play All
=1
= == | | = | =
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SPAAT (Super Phonetic Annotation &
Analysis Tool)

¢ One variable, one ROl at a time

¢ Average of 250 judgments/hour, up to 400+ for
experienced labelers
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Formant Analysis

[*] WS01/sd/375.audio (S,

16000.0) {left.up/down move mid:play between marks right:menus

[ LabelFormants

Word: [sarebbero

Pattemn |e/EE

Comments |

Left: |1425.85‘| 688

MStart:|1425.8911Ei? M3top: 1425916187 Righl:IMZS.SZSESB I

F1: |438.731791

F2: |2015.424165

F3: 2611825193

1. Get Signal

Z. Collect Data |

3. Store Data

e/BB
e/BB

* e/FF
* e/FF
e/FF
e/FF
e/FF
* e/F]
* e/F]
e/F]
e/F]
e/F]
e/LL
e/LL
e/LL
e/LL

* e/BV:
* e/BV:

e/BV:
* e/BV:

sarebbero
vorrebbe
legge
legge
legge
legge
adesso
eccesso
essere
successo
dovessi
bestie
destra
questa
tedesco
dovresti
belli
bello
bella
fratello

375
450
355
374
490
492
428
531
429
108
639
506
562
488
232
607
347
778
106
769

io stavo ??? que
ci vorrebbe anda
perché la legge

io stavo ??? que
non ti da questa
fa la legge che

& diverso —— & d
(SEQL: eccesso v
piano piano stia
poi & successo u
come se tu doves
e che siamo , be
qua sorpassa des
non ti da questa
colazione io 2???
(SBOl:ecco .) %b
tutti prati bell
poi & bello legg
che qua non avev
parla col fratel

e/LL

* e/PF:
* e/PF:

F R WwNEFEFREWNERERFRWRRERERRRER R R

quello
sicurezza
sicurezza

706
397
400

quello che abbia
tu guarda le cin
tu guarda le cin

" :za‘m‘ i

Y

Token Selection

Vowel
Segmentation

Identification of
central tendency
of word stressed
vowel

Hand checking
of formant
tracker values
for F1 and F2
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Data Management

e . T SRS

Token Start:[704.2061  TokenEnd: 7048877  Code: [1 Camments: | |

Flay | Segment
(C) a [piaSe] cucinare [cuSinare] i pia— {laughs}. i cucinare
(C) DONE 808 ABO1l cucinare <= no , a me piace [piaSe] cucinare [cuSinare] come —-- come hobby mi pia-- {laughs}. mi piace cucinare [cu—)
il (C) DONE 815 ABRO1 piace <= no , a me piace [piaSe] cucinare [cuSinare] come —-- come hobby mi pia-—- {laughs}. mi piace cucinare [cu
(C) DONE 816 ABO1 cucinare <= no , a me pilace [piaSe] cucinare [cuSinare] come —— come hobby mi piz—— {laughs}. mi piace cucinare [cu
(C) DONE 822 ABO1 cucina <= no , a me piace [piaSe] cucinare [cuSinare] come —-- come hobby mi pia-- {laughs}. mi piace cucinare [cu
(C) DONE 854 ABO1 cucinare <= aspettanc [aspetta’] che [ghe] arrivo io [yo] a casa per cucinare quindi uno trova cucinato . (CCXX: si
(C) DONE 858 ABO1 cucinato <= aspettano [aspetta’] che [ghe] arrivo io [yo] a casa per cucinare quindi uno trova cucinato . (CCXX: si
‘(C) DONE 867 ABO1 piace <= quindi nei momenti [mumendi] in cui sto a casa pizace [piaSs] pure [pur'] a me fare [far"'].
I(C) DONE 880 ABO1 cucina <= %mbe io —— guesto —- in quest'estate ho trovato la cucina [cuSina) americana
(C) DONE 889 ABO1 piace <= {CC laughs! l'hot-dog non mi piace [piac'] (BTO0l: a me piace tantissimo l'hot-dog .) (CCXX: X: davvero .
‘ o)

# ' 1. LongSound ABO1 i
File Edit Query View Select Spectrum Pitch Intensity Formant Pulses Help
704206100 0.381600 |704.587700

=

8000 Hz 705|500 Hz
188 Hz
0Hz il a Jpway | Ll od ik L ail |75 Hz
0.816100 0.381600 6.972300
703390000 [703 390000 Visible part 8.170000 seconds 711.560000| 1988.440000

Total duration 2700.000000 seconds

ﬂﬂﬂﬂﬂ J ﬂp Group
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Vision
V] raw data - text, audio, video - is digital as are annotations, specifications
M transcripts other annotations are linked back to the original, raw data

e Xtrans, Praat, various Concordancers

[Vl raw data or transcript proxy is computer searched for target variables
e Ottawa Workshop, Montreal Project, SPAAT

V] coding decisions are still made by humans
e though the potential for partial automation exists
® Yuan’s Forced Aligner, Evanini’s formant extractor
e Other HLTs: ASR, Universal Phonetic Decoders, Energy Detectors, POS Taggers
V] variables, coding practice described to permit replication by others on the
same or comparable data
e DASL Project, SLx,

[Vl coding strings, examples, points on a graph tracked to original recordings
e HTML <a> tags, Stefan Dollinger’s Bank of Canadian English, Tom Veatch’s 1993 dissertation

[v] ideally data also publicly accessible
e Michelle Minnick-Fox, Nationwide Speech Project, NECTE Corpus
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Journal of Experimental Linguistics

slanguage Home About Lag In Register Search Current Archives

Announcements

Home = Journal of Experimental Linguistics

Journal of Experimental Linguistics

1EL is an interdisciplinary journal of reproducible research on topics related to speech and language.
Regular publication will begin towards the end of 2009. For further details, see the announcements below.

The Journsl of Experimental Linguistics is part of the Linguistic Society of America's eLanguage initiative.
Like the rest of eLanguage, JEL is an Open Access online journal.

JEL is a linguistic "journal of reproducible research”, that is, a journal of reproducible computational
experiments on topics related to speech and language. These experiments may invaolve the analysis of
previously published corpus data, or of experiment-specific data that is published for the occasion. Other
relevant categories include computational simulations, implementations of diagnostic technigues or task
scoring methods, methodological tutorials, and reviews of relevant new publications (including new data and
software).

In all cases, JEL articles will be accompanied by executable recipes for recreating all figures, tables,
numbers and other results. These recipes will be in the form of source code that runs in some generally--
available computational environment.

Although JEL is centered in linguistics, we aim to publish research from the widest possible range of
disciplines that engage speech and language experimentally, from electrical engineering and computer
science to education, psychology, biclogy, and speech pathology. In this interdisciplinary context,
"reproducible research” is especially useful in helping experimental and analytical techniques to cross ower
from one subfield to another.

Fublication is in online digital form only, with articles appearing as they complete the review process. A
rigorous but rapid process of peer review, designed to take no more than 4-6 weeks from submission to
publication, will be supplemented by a vigorously-promoted system for adding moderated remarks and
replies after publication.

The editorial board, in alphabetical order, is Alan Black, Steven Bird, Harald Baayen, Paul Boersma, Tim
Bunnell, Khalid Choukri, Christopher Cieri, John Coleman, Eric Fosler-Lussier, John Galdsmith, Jen Hay,
Stephen Isard, Greg Kochanski, Lori Levin, Mark Liberman, Brian MacWhinney, Ani Nenkova, James
Pennebaker, Stuart Shieber, Chilin Shih, Dawid Talkin, Betty Tuller, and Jiahong Yuan. Mark Liberman is the
editor in chief.
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