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Abstract
Recently, there has been a proliferation of research into the acquisition of morphological grammars—that is, grammars and lexicons
required for computer-based morphological analysis and synthesis. The approaches to acquiring such grammars range from tools
which dructure data provided by native speskers and linguists, to unsupervised machine learning. Despite this flurry of research into
morphology learning, a means of comparing results among different approaches is largely lacking. This paper describes a test bench
for morphology learning, which would assist designers of morphology learning programs by providing both training and evauation
data, and would allow comparison across programs. This paper is smultaneously a description of the projected form of the test bench,

and acal for further input.

1. Introduction

Recently, there has been a proliferation of research
into the acquisition of morphology by machine, including
grammars and lexicons for computer-based morphdogica
andyss and synthess. Approaches to acquiring such
grammars range from tools which sructure data provided
by native speskers and linguists (such as the Boas system
described in Oflazer, 2001 and Zgac, 2001), to
unsupervised learning from monolingud texts (Yarowsky,
2000; Goldsmith, 2001; Snover, 2001; and Schone, 2000),
from bilingud texts (Yarowsky, 2000; Yarowsky, 2001)

or from other resources (Bosch, 1996, 1996; Gausser,
1999, and Kazakov, 2001).

While research  into  morphology learning has
flourished, wha is lagdy lacking is a means of

comparing results—standard data sets, for  example,
together with a more or less agreed-on set of results that
should be derivable from eech set. While large quantities
of mechinereadable linguigic data are avaladle, little if
any of it is intended for morphology learning and
evaudtion. Likewise, dthough individuds working on
morphology learning have sometimes made avalable daa
sets usable with their own programs, there is a need for
learning and evauation data that would be usadble by a
vaiety of morphology learners, and in particular for
comparing different approaches.

The project described in this paper is intended to
provide a tool to assigt desgners of morphology learning
programs by providing both training and evauation deta,
and which will dso fadlitate comparison of different
gpproaches to the learning of morphology and phonology.
This paper is smultaneoudy a description of the projected
form of the test bench, and acall for further input.

The rest of the paper is organized as follows. Section
two discusses the typology of morphology, and how this
influences the design of the tex bench. Section three
decribes a st of resources which we believe to be
necessry and (perhaps) sufficient input data for systems
which purport to ‘learn’ morphology, and to test the
lexicons and grammars which those sysems have learned.
Section  four  brifly  describes  severa morphology
acquistion systems which dready exis or ae in the
planing dages, and then shows how the resources in
section two could be used by those systems in learning

and evdudtion. Section five ligs some remaning
questions, while the fina section summarizes the paper.

2. Typological Design Criteria
Morphology learning techniques are sendtive to the
morphologica type of a target language. A morptology
tes bench <should therefore provide data from a
typologicaly varied st of languages A traditiond
morphologicdl  typology (see eg.  Spencer, 1991)
diginguishes the following sorts of languages:

Isolating
Fusiond (also called “inflectiona™)
Agglutinative
Polysynthetic
Truly isolaing languages are uninteresting from a
morphology learning  perspective, since there is by

definition nothing to learn. Fudond and agglutinetive
languages, on the other hand, should be wel represented
in a tet bench. Polysynthesis is probably rare enough
among the world's languages that it can be ignored in the
firsg verson of the test bench. Compounding is, however,
quite common, o that it will be useful to provide a least
one language with makes extensve use of it.

The above terminology is most commonly used with
reference to inflectiond morphology, but languages differ
as wdl in the degree to which they have derivaiond
morphology. While the emphasis in the test bench will be
on inflectiond morphology, the Ilanguages represented
should dso exhibit arange of derivationa processss.

Languages differ morphologicdly in a number of
other dimensions, including:

- Quffixing langueges vs  prefixing  languages  vs

languages with both suffixing and prefixing
Degree of phanologicaly conditioned alomorphy

Degree  of morphosyntacticaly conditioned
alomorphy (primarily stem alomorphy)
Degree  of irregulaity  (phonologicdly — un-
predictable, and therefore  lexicaly ligted,
dlomorphy, generdly at the word level)
Number  of infleciond  (paadigm  and/or

declension) dasses
The test bench will provide data from languages which
differ dong these scdes as wdl. However, non-
concaendive  morphology, induding infixaion and
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reduplication, will probably not be represented, a least in
theinitid verson.

In order to incdude languages differing in the ways
described above, we will for the most part draw on
unrdlated languages. However, since some gpproaches to
morphology learning (eg. Yarowsky, 2001) base learning
of a new language on an exiding andyss of a rdaed
language, some pars of rdated languages would be a
useful resource. It may be of interest to provide data from
languages which can be aranged in a dine of doseness of
relationship, such as Spanish, Portuguese, and French.

A st of five to ten languages jointly meeting the
above criteria would seem to be a ressonable target for an
initia verson.

3. Resourcesand Views

Within each language, a variety of resource types will
be provided, as described beow; some are br the human
user of the test bench, and some are to be used by the
learning program itsdif.

The resources for the learning program’'s use are not
intended to be used in their raw form; rether, a st of
‘views is dso described which contain various kinds of
information which a leaning sysem or an evauator
might require.

The resources and their views are summarized in the
table bdow. In the section of the table concerning
dictionaries, the dbbreviation ‘S’ refers to  ‘Source
Language; the glossng language is assumed to adways be
English. The codes in paentheses after many of the
resources and views will be used to refer to the types of
information in the sections bel ow.

Projections of views may adso be needed, beyond
those indicated in the table’ For example a leamning
program which concerns itsdf soldy with form, not
meaning, may require for eveluation a projection of the
S > English dictionary (DL-2), but without English
glosses.

Many of the entries in this table should be <df-
explanaory; the following sub-sections provide details
where the intent may not be so obvious. In addition, the
following sections show how the various resources
provide the learning and evdudion daa required by
severd morphology learning sysems described in  the
literature. Readers are invited to consder whether the
needs of their favorite morphological leaner are dso met,
and to propose changes where thisis not the case.

3.1. General Language Information

The generd information provided about the language
is for the @lification of the human user of the test bench,
and is not intended to be computer-interpretable.
Bibliographic  references  will  include both  printed
grammars and dictionaries, as wel as other linguigtic
studies.

1 Some of the views described in the table are aready
projections of other views, but are distinguished for conceptual
reasons.

3.2. Writing Systems

Generic information on dphabetic writing systems
will incdude the typicd phonologicd ‘mesning of
dphabetic  characters  (induding  multigrgphs)  where
possble. Where that is not possble, a dictionary-based
transducer may be provided to mgp words (both
dictionary citation forms and the inflected forms of
words) into a phonologica representation.

Additiona information to be provided about writing
systems includes (where applicable)  correspondences
between upper and lower case (for which a one-way
transducer to lower case will be provided), sort orders,
and punctuation, aswell as atokenizer.

It may dso be dedrable to provide a transducer to
convert between non-Roman  orthographies and a
Romanized tranditeration of them, for ingance for
Korean (Hangul) or Tamil. This is especidly important
for right-toleft writing systems, since it is difficult to
work with morpheme leve interlinear texts where the
source language is written in a different direction from the
glossinglanguege.

Some languages may have gpedid-purpose  writing
sysems. For example, speskers of languages whose
dandard writing sysems do not correspond to the
gandard (lower) Ascii characters often develop Ascii-
based (but nondandard) encodings for dectronic use
(paticulaly email). (Examples are Arabic, and Spanish
without accent marks) Where feesible, transducers will
be provided for conveting between dtenaive and
sandard encodings. Note that there may be an
unavoidable loss in trensduction in one direction or the
other.

3.3. Grammatical Description

The purpose of the grammatica description is to
explan to human usas the decisons which have been
made esewhere. In addition, & least Oflazer, Nirenburg
and McShane€'s (2001) approach needs to be explicitly
told a cetan amount of grammaticd information,
incduding the parts of Speech, inflectional
(morphosyntactic) features? and inflectiondl classes’.

2 Weintend to use a generic ontology, to avoid theoretical issues
asfar aspossible.

3 Theterm ‘inflection class' refersto aparadigm or declension
class. Deciding how many inflection classes apart of speechina
given language is sometimes controversia, but unavoidable.



Resour ces

Views

Generd Language Informetion

Name(s) of language

Generic Views

Geopalitical information

Bibliographic References

Pointers to computationa resources

Writing systems Description Gengric Views
Tranducers Seetext
Grammatical Description (G) Morphology (GM) POSs (1)
Inflectiona featuresby POS (2)
Inflection classes by POS (3)
Morphophonology (GP) Gengric View
Named entity mapping, Generic View
Abbreviations
Syntax (GS) Gengric View
Dictionary (D) LexemeDictionary (DL) English > SL dictionary (1)
3 > English dictionary (2)
S Lexemesbdonging to eech
inflection dass (3)
Affix Dictionary (DA) English > SL dictionary (1)
3 > English dictionary (2)
Paradigm of Affixes(3)
Texts(T) Monolingua Texts (TM) Nativeorthography (18)
With word bresks (1b)
With morpheme bregks (2)
Bilingua Texts (TB) Unaligned (1)

Aligned a ‘segment’ leve (2)
Aligned a word leve (3)
Divided/ glossed/ digned at
morpheme level (4)

Multilingual Texts(TX)

(sameasfor bilingua text)

Morphological Transducer (X)

Parse of word (1)

Generate word from lexeme +
morphosyntactic features (2)
Paradigm of astem (3)

Stems derived from a stem (4)
Random surface words (5)

Tagger (Tg)

Tagged text (1)

Table 1: Typesof Datain the Test Bench

divide the grammaticd
morphology, ~ morpho-

For expodtory purposes, |
description  into  three  parts
phonology, and syntax.

The morphology description should be written at the
level of detal of a grammar sketch in a typicd hilingud
dictionary, emphasizing inflectiond morphology and pro-
ductive derivationd morphology, including inflectiond
festures, inflection classes, dots for inflectiond  affixes®,
and alomorphy.

The morpho-phonology and syntax descriptions are
included for the user's edification. It is not a requirement
that a morphology learning program discover the same set
of phonologicd rules tha ae given in the morpho
phonology description, provided the correct surface forms
ae generated: wesk eguivdence is the god, not drong
equivdence. Likewise, the syntax sketch can be quite

4 The theoretical status of dots is uncertain, but for the practical
purposes envisioned here, this should not be an issue. The dots
need to be labeled (if only with a number) so they can be
referenced by the affix dictionary (DA).

minima. Relevant digtinctions between literary, informa
written, and spoken language should adso be mentioned,
aong with didectd differences.

Named entity mapping includes information about
how names ae rendeed in the language, induding
tranditeration of foreign names. Abbreviatory
conventions aso merit mention (dthough this may only
be avaldble for English, and perhgps a few other
languiages).

34. Dictionaries

The dictionaries will give the sort of
provided by a typicd bilingud dictionary, save tha
information on semantics is minimd. | distinguish
between a lexeme dictionary (for morphemes belonging to
major parts of gpeech) and an &ffix dictionary.

In the case of the SL > English view of the lexeme
dictionary (DL-2), the SL sde should incdude for each
entry a& a minimum the following: citation form (or

information



forms), pat of speechs, inflection class, irregular stems,
irregular  inflected  forms  (together  with  their
morphosyntactic  features), and glosses®  Snce  the
information is provided in dectronic form, the dictionary
can dso provide for esch entry a link to tha lexeme's
paradigm, generated on the fly by the transducer (see
section 3.6, “Morphological Transducer”). The English >
SL lexeme dictionary (DL-1) is smpler, and is intended
only as an index to the SL lexemes in paticular, no
information about English inflection dasses or irregular
formsisgiven.

The afix dictionary is Smilar in concept to the lexeme
dictionary, but contains somewhat different information.
Minima information for inflectiond &ffixes includes the
foom (induding dlomorphs and their  conditioning
properties), whether the affix is a prefix or suffix, the part
of speech and inflection cdasyes) to which the &ffix
ataches, the dot in which it ataches and a gloss
(corresponding to the affix’ s morphosyntactic festures).

Minimal information for derivationd affixes includes
form (dlomorphs), prefix or suffix satus, mapping
between input and output parts of speech and inflection
cases, and a gloss7 Derivationd dffixes which are not
perfectly productive will need to list the subset of stems
(Iexemesin the lexeme dictionary) to which they attach.

In addition, the affix dictionary will provide what is
referred to in the table as a ‘paradigm of inflectiond
affixes’ What is meant here is tha for each inflection
cass the dictionary will give (or generate) a skeleton
paradigm of inflectiond affixes with a placeholder for the
sem® Phonologicaly conditioned alomorphy in  affixes
is a problem for this view, snce the placeholder cannot
condition the dlomorphy. One solution would be to
present  default  dlomorphs  (chosen  arbitrarily,  if
necessry), and to dlow the user to choose different
phonologica properties of the stem and see the effectson
the affix alomorphs.

While a dictionary is primarily useful for evaluaion of
morphology learning, some leaning drategies require a
subset dictionary to serve as a ‘seed’ for learning. It is
neither feasible nor necessary for the system to explicitly
provide such a subset, since how much of a subset would
be appropriate is applicaion-dependent. Rather, credtion
of a subsat (here and esewhere) is left up to the end user.
(It might, however, be useful to provide frequency data
for lexemes, asabasisfor choosing a subset.)

Like texts (see beow), dictionaries may be provided
in multilingua form, i.e with entries including not only
English and the taget language, but dso in some
language relaed to the target language. Such multilingud
dictionaries ae probably not usfful for evauation
purposes, since the test bench will normaly be used to
evduate morphology learning of a taget language with
reference to English. But a plausble bootstrapping

5 | assume here that there will be a separate dictionary entry for
each part of speech to which alexeme belongs.

6 Since the focus is on machine learning, glosses (as opposed to
full definitions) are sufficient. The glosses in the dictionary
should be consistent with those used in bilingua text (T B-4).

7 Where the boundary between inflection and derivationis
unclear, adot for derivational affixes may be appropriate.

8 Thisis similar to Goldsmith’s (2001) notion of ‘signatures' .
However, Goldsmith’s program does not distinguish between
inflectiona and derivationa affixation.

technique would be to use a smdl multilingua dctionary
asasead lexicon.

35 Texts

The test bench will dso include text resources. Texts
can be dassfied as monolingud (TM), bilingud (English
and SL, abbrevialed TB), and multilingud (TX). The
letter are texts which, in addition to the SL and English,
have a trandation into some other language. As discussed
above, the reason for providing multilingual texts is to
provide a learning mechanism for dtuations where a
grammar  and/or dictionary is avaldlle in a rdaed
language, and the morphologicd learning  program is
expected to creste the SL andyss by modifying an
exiding andyss for the reated language.

Bilingud texts will be divided into morphemes, with
separate ‘lines for digned morpheme, word, and segment
(sentence or verse, with free trandation) glosses. From
these digned and glossed texts the user can project
bilingud texts digned only a coaser levds (or
undigned), as well as monolingud texts of various sorts
a required for various learning drategies. Monolingua
texts are therefore not treated here as a didinct resource,
but rather asaview of bilingud texts.

The description in the table above aso distinguishes
monolingual texts in ‘native orthography’ (TM-1g), and
texts with word bresks indicaed (TM-1b). This
distinction is only relevant for the stuation where word
bresks are not indicated in the conventiona orthography.
The same didinction can be made for undigned bilingua
and multilingua texts (TB-1 and TX-1) and those digned
a the segment level (TB-2 and TX-2), but is not shown in
the table aove. Again, monolingua texts in these two
forms can be derived from bilingua texts by projection.

An assumption is that text annotation is unambiguous.
For example, eech morpheme in hbilingual text glossed at
the morpheme levd has a sdngle gloss (unlike the
lexicon). Tha is not aways the case, but it is not clear
how true ambiguitiesin text glossing should be indicated.

3.6. Morphological Transducer

The tet bench will dso provide a morphologica
trangducer for each language, to dlow both parsng and
generation (induding generation of the paradigm of a
stem).

Note that applying the transducer to SL text may not
give the same result as the preparsed texts (TM-2, TB-4
and TX-4). In paticular, the transducer will frequertly
find ambiguous parses where no such ambiguity is
indicated in the parsed texts (presumably because the
latter has been disambiguated using the context).

Two of the ‘views produced by the transducer
desarve mention. The sat of stems derived from a stem
(view X-4) refars to a list of dl uninflected sems which
can be derived by the addition of a single derivationa
afix to the given stem. (Note that this view should be
applicable recursively.)

The paradigm of astem (X-3) refersto astructurein
which al inflected forms of the sem are given for each
cdl of the paradigm, together with the inflectiond
featuresthat generate each cdll. Thisview can be accessed
from the source language dictionary for lexemes (as
discussed above), but it can dso be applied to the output
of view X -4, i.e. to derived sems not listed in the lexicon.



A mapping will be provided between the user’ sview and
theinput (for generation) or output (for parsing) of the
transducer. That is, paradigm cells are defined by their
inflectiond features, eg.:
[Ergative [Person 1
Number Singular]
Absolutive [Person 2
Number Plurd]
Aspect Incomplete

]

—which might not correspond to the order or number of
dfixes, eg.:

yah-koltay-at-k

INC-ERG:1-hdp-ABS:2-PL
(the example is from Tzdtd). In summary, the user’'s
view of the paradigm should abstract away from issues
such as the linear sequence of morphemes, zero &ffixes,
and extended exponence.

3.7. Tagger

A tagger would prove useful to disambiguate
morphological parses in text. However, it is not clear that
we will dways be able to provide such a tagger, dthough
doing 0 may be nearly trivid for languages with complex
morphologies.

4. Morpholo\gy Learningesyst_ems and the
lews they Require

There are two ways the test bench can be used with a
morphology learning sysem: as a provider of data for
learning, and as an evauaor of what the system hes
learned.

The following table summarizes the views which a
diverse st of learning gpproaches described in the
literature (or with which | am otherwise familiar) require,
both for traning and for evauaion. These agpproaches
were chosen for their variety; no atempt was made to
cover every program  or  project  deding  with
morphological  acquidtion. The subsections following
provide commentary on the entries in this table. Not
mentioned in  this table ae ‘Gened Language
Information’ or information on writing systems, since the
former is mostly for human use, while the later will be
needed for most programs (if for no other reason than to
make sense of the output).

Learning Discovery Evaluation
Program
Linguidtica TM-1bor X -5 DL-2; DA-3; X-
(Goldsmith, 2001) 3,4
Expedition/ Boas GM-1,23 DL-2,X-3
(Oflazer, 2001) DL-2,3; X-1,3
Phonologica X-3 X-3
Learner (Albright,
1999)
Sedth-to-Wedth TB-2,3 DL-2, X-34
(SIL) DL-1or2; DA-1
or2
Learning from TB-2 Sameasfor
Bitexts Stedthto
Weadlth

Table 2: Resources Required by various Programs

Two other factors should be mentioned. At training
time, it may be desrable to intentiondly introduce noise,
in the form of probabiligtically incorrect data. This would
be for the purpose of imitating a human consultant, who
could be expected to meke occasond mistakes, or to
mimic rea text data, which may contain typos, speling
mistakes, didectal variants, etc. However, it is not clear
jus how this spurious data should be created, short of
introducing random spelling errors. For example, suppose
it was desirable to make an eror in one of the forms of
the paradigm of a certain lexeme. Assuming the paradigm
is provided by a transducer (X-3), without having the
transducer's grammar, it is not smple to change the
membership of a lexeme from one inflection class to
another, nor to ‘forget” aniirregular cdll of that paradigm.

It might dso be desrable a training time to output
information in ‘dribbles’ The Expeditio/ Boas system,
for example, will probably best be served by working
with one inflectiond class a a time. It is not clear what
st of interface is cdled for here the learning system
could ask for another information ‘chunk’, but it is not
obvious wha a ‘chunk’ is, whether there should be an
order to the presentation of chunks, or what the API
would be

| tun now to the individua learning systems listed in
the table above.

41. Linguistica

Goldsmith's Linguistica program performs
unsupervised learning of morphology from  monolingua
input. As described in Goldsmith (2001), this input is in
the form of a monolingual text with wordbreaks (TM-1b).
However, it is not gpparent that the input need be actua
textss a random dsream of wordforms, X-5, would
probably suffice as well.

As output, Linguistica produces a lis of gems
together with their ‘dgnatures’ (the set of affixes with
which they appear). No digtinction is made between
inflectiond and derivationd &ffixation, hence a dgnature
is not quite the same as a paradigm. Evauaion will thus
require a list of lexemes beonging to each inflection class
(DL-3), to be used with a transducer to generate the
inflectiona paradigm of those stems (X-3) and the list of
gems derived from the liged stems (X-4). It would dso
be ussful to compare the paradigms of inflectiona affixes
(DA-3) with the dgnatures returned by Linguidica,
bearing in mind that the latter includes both inflectiond
and derivationd affixes.

Evduation of Linguisica's recdl requires the system
to keep track of which lexemes were present in the texts
given a traning time A dmilar requirement exigs for
keeping track of information given to the other systems
discussed below, but | will not mention it for each
individua case.

4.2. Expedition/ Boas

Boas is a knowledge dicitation system used in the
Expedition project a New Mexico Sae Universty's
Computing Research Laboratory, described in  Oflazer,
Nirenburg and McShane (2001). It is intended to be used
by ateam congsting of alinguist and a native spesker.

From the standpoint of using a morphology test bench
for leaning with Boas the test bench must provide the



same information a native spesker would. The initia

information dlicited by Boas from the informant includes
...the parameters for which a given part of
speech inflects (eg., Case, Number), the
rdevant vaues for those paameers (eg.,
Nomindtive, Accusative, Singular, Plurd),
and the licit combinations of parameter
vaues (eg., Nomingtive Singular,
Nominative Plurd). The informant then
posits any number of paradigms...[Oflazer,
2001, pg. 65]

In addition, it appears the informant is expected to
know what cdl of the paradigm holds the citation form.
Since many native speskers will not know this, Boas
advises them to look a a printed grammar of ther
language. The focus of Boas as a leaning program, then,
is not on acquiring the grammar per se, but rather on
acquiring the lexicon, in the broad sense a ligt of lexemes
induding ther assgnment to inflection classes, together
with any irregular forms, and ultimady the generd
phonologica ruleswhich explain most dlomaphy.

The grammaticad information listed above is provided
in the tes bench as the morphologica portion of the
Grammar Description (GM). However, as discussed
ealier, this information is mostly intended for human
consumption; no APl into this grammaticd description is
envisoned. Even if some of the information (parts of
speech, inflectiond  features, and  inflectiond  classes)
were provided in computer-reedable form (eg. as an
XML file), the form-based interface to Boas described in
Oflazer (ms) does not lend itsef to receiving input
through such an AP (dthough presumably another
interface to Boas could be built).

Thus, the morphology test bench is best suited to
evduating Boas acquigtion of the lexicon. With regad
to this lexicd daa, Boas requires the user to provide dl
the forms of at least one member of each inflection class
(referred to as the ‘primary example'; this is the paradigm
of a dem, item X-3). Additiondly, Boas expects the
informant to provide citation forms (or roots) and
inflection class afiliation for other sems (given in DL-
3),° as well as any irregular forms (DL-2). Findly, Boas
generates morphophonologica rules to predict new forms,
thereby avoiding exhaudtive dicitation. Inevitably these
rules will under- or overapply, so the user must decide
whether wordforms generated by the system are correct.
The test bench can mimic the user in by usng its
morphologicd transducer (X-1) to parse the wordforms
presented by Boas, verifying that each wordform is indeed
the desired inflected form of the stem in question.

Boas employs a finite state transducer representing
lexicd items, affixes, and condrants on ther co-
occurrence and  dlomorphy.  Testing  this  transducer
involves two sorts of tests parsng known wordforms
(andogous to messuring the recdl of the grammar +
lexicon), and generating wordforms from lexemes plus
morphosyntectic  features  (andlogous to  measuring
precision).

To evduate Boas's ability to parse, the test bench can
pass to Boas wordforms teken from the paradigms of
lexemes in the SL dictionary (DL-2 and X-3; recdl that
these paradigms ae produced by the test bench’s own

9 Future work may include learning the assignment of citation
formsto inflection classes.

morphological  transducer). Verification then condsts of
checking agreement between the parse returned by Boas,
and the stem + inflectiond features of the cdl from which
the wordform was generated.

To evduae generation, Boas would produce the
paradigms of lexemes it has leaned, and these paradigms
would be compared with the actud paradigm given by the
test bench for each lexeme (X-3).

Snce Boas gengaes a st of  ordered
morphophonological  rules, it might be interesting to
compare this set with the rules provided in the test bench
(GP). However, & described above, there is no
requirement that these should be the same (or even
smilar); it is enough tha the correct surface forms be
generated for each combination of a lexeme and a st of
inflectional  features. Likewise, while it might be
interesting to compare the st of inflection casses
discovered by Boas with the set provided in the test bench
(GM-3), this is not a requirement for evduation. (Since
the test bench is providing the inflection classes to Boas,
these arein any dassunlikely to differ greetly.)

43. Stealth-to-Wealth

‘StedthtoWedth' (‘S2W') is a tem for a gened
approach being developed by the Summer Inditute of
Linguigtics (SIL), of which no red implementation exists
as yet. Given the lack of anything testable, the purpose in
mentioning it a 4dl is to see wha resources such a
program would require from amorphologica test bench.

S2W is intended to assis a fidd linguist (a linguist
with perhaps less training than the average linguig in
academia) to andyze and describe the morphology and
phonology of a language, with assigance needed on the
part of more trained linguists only for the more difficult
andytical problems. The approach envisons an object-
oriented detabase for dtorage of informetion, together with
a parsar/ generator to test the grammar. The power of the
S2W sysem for helping a field linguis do andyss comes
in pat from its object-oriented nature, such that the
system ‘knows what data means, and is therefore able to
reason about it.

The S2W discovery approach is meant to be driven off
the process of doing interlinear glossing of texts In a fidd
stuation, the linguist has the help of a native spesker to
gloss the meaning at the sentence level, and perhgps at the
word level. To smulate this process, the test bench should
provide glossing a the sentence level (TB-2) and (perhaps
on demand) a theword level (TB-3).°

From the process of glossng, the S2W method is
intended to build a bilingud morpheme dictionary (and
word dictionary, for irregular forms), and a humanly
interpretable  morphologicd grammar and phonology in
computationally implemented form. The phonology can
exigs a various levds of sophidication, ranging from
smple saements about dlomorphy, to ordered
phonologicd rules.  Smilarly, the morphosyntax and
morphotactics can range from ad hoc to sophidticated.
From the standpoint of a morphology test bench, then, the
emphasis a evauaion time is on wesk equivalency, not
srong equivalency of grammars. In paticular, it is not
necessrily the case thet morpheme bresks will be

10 seldom if ever would text divided, glossed and aigned at the
morpheme level be available in aredistic learning situation.
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identical between the gramma produced by the S2W
process and that described in the test bench.

Evduaing an S2W grammar a& a wesk levd will
therefore be smilar to evduating a Boas grammar. Tha
is, ah W grammar can be evauated by having the S2W
parser andyze wordforms taken from the paradigms of
lexemes in the SL dictionay (D2 and X-3), ad
ensuring that the resulting parse agrees with the dem +
inflectional festures of the cdl from which the wordform
was taken. Likewise, to evduae genadion, the S2W
transducer would produce the paradigms of lexemes it has
learned, and these paradigms would be compared with the
actud paradigm given by the tet bench for each lexeme
(X-3). In addition, since the S2W process is intended to
discover  derivationd  morphology (in additon to
inflectiona morphology), it will be necessary to compare
the stems which can be productively derived from a given
gem in the S2W andysis with the derivations given by
the test bench (X 4).

At a gtronger level of comparison, it may be of interest
to compare the morpheme dictionary produced by the
S2W process with the tes bench's bilingud dictionary
(Endish > 9L lexeme dictionary andlor SL > English
lexeme dictionary, DL-lor 2, together with the
corresponding affix dictionary, DA-1 or 2).

Another product of the S2W process is bilingud text
divided, glossed and digned a the morpheme leve. This
differs from what would result if an accurae
morphologica parser were used to do the same task
without supervison, in that the human is assumed to have
disambiguated the result. This output can be evauated
againg the same parsed and disambiguated text in the test
bench (TB-4).

4.4. Learningfrom Bitexts

A  mehod which might prove successful for
morphology acquisition, but which to my knowledge has
not been tried, is learning from bitexts (bilingud texts).
This method begins with an digned hitext segmented at
no finer a levd than the sentence levd, with
corresponding segments in the KL and the UL linked. The
KL text must exig in semmed form, i.e. without any
inflectiond  affixes. (Even better would be a KL text
condging of sensetagged doems, e sems which
represent asingle sense))

Given a gemmed KL text, the next sep is to find
alignments between stems in this text and possible stems
in the UL text. Clearly there will be a lage degree of
ambiguity in such dignment, so proposed dignments will
be probabiligtic.

Once some number of sem-levd dignments has been
done (perhaps severa hundreds), it should be possible to
begin looking a the remainders of each word in the UL,
which ae potentid affixes or sequences of dffixes.
Severa  automated or semiautomated  methodologies
might be used to ssach for cendidate affixes but
determining the meaning of such affixes would probably
be humandirected, assisted by appropriate ews (such as
concordance views of individud affixes).

Finding gem-levd dignments and finding inflectiona
affixes in the UL will be a mutudly reinforcing process
dripping potentid affixes off words in the UL will leave
the remainders of those words as potentia stems.

The data to dlow the smulaion of this learning from
bitexts would be bilingud text digned a a ‘segment’
level (TB-2). Evaluation of this method would use the
same resources as would evauation of the Stedthto-
Weslth methodology .

45. Other Kindsof Learning

| have not proposed a use for hilingua text divided,
glossed and digned a the morpheme levd (resource TB-
4), gpart from its possble use for evdudaing the same sort
of text produced as a dde effect of the Stedthto-Wedth
methodology. Nor have | proposed a use for a tegger
(resource Tg). However, in most red uses of a
morphology learner (eg. as pat of a machine trandation
system), red texts must not only be pased but aso
disambiguated. It may be that part of tha disambiguation
could be done by a tegger. While none of the sysems |
have discussed as potentid users of a morphology test
bench actualy does this, it seems a logicd extenson. The
resllting disambiguated morphologicdly parsed  texts
could then be evduated againg the test bench's parsed
and dissmbiguated bilingud texts (TB-4).

Not al parses can be disambiguated by the part of
speech of the whole word. In particular, syncretisn in a
paadign cannot be disambiguated in this way. But it
should be possble to train a program which would
disambiguate paradigm syncretism (and presumably other
types of ambiguity) using text glossed & the morpheme
levd. Agan, this might be a naturd extenson from word-
leve tagging.

Morphologically analyzed text (as opposal to
andlyzed words out of context) might dso be used as a
training method for a genera morphology learner method
that would learn the mesaning of wordforms without
explicitly parsng them into morphemes. Such a method
might be an extenson of work that hes been done on
morphology learning in the connectionist paradigm.

5. Remaininglssues

Some issues which remain to be resolved include:

- Choicedf languages

- Quantity of data
The API to the data
Representation  of  morphosyntactic  properties
(festures), given tha there is no universdly
agreed-on ontology for annotation or glossing
Representation of  complex  morphosyntactic
features
Representation of morpheme bresks (which may
be controversa) and ‘ zero morphemes
Ensuring commensurability between the dictionary
and grammar on the one hand, and the input/output
of the transducer on the other, given that the
transducer may have been developed
independently of the dictionary and grammar

6. Summary

The objective of a morphology test bench would be to
assg designers of programs for learning computationaly
implemented morphologicd grammars by  providing
learning data, and to meke it possble to evauate and
compare such programs.



This paper has described a st of resources, and
severd views of those resources, which would seem to be
useful  components of such a tet bench. Severd
outstanding issues were described as well.

Findly, input is solicited concerning the type and
variety of datawhich should beincluded.
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