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MWE-aware	processing	with	the	
mwetoolkit	



Mul6word	Expressions	in	a	Nutshell	
•  A	combina6on	of	words	that	must	be	treated	as	a	unit	at	some	level	

of	linguis6c	processing	(Calzolari	et	al.,	2002)	
o  Compound	Nouns	
o  Verb-par6cle	construc6ons	
o  Light-verb	construc6ons	
o  Idioms	



Mul6word	Expressions	in	a	Nutshell	
•  Lexical,	syntac6c,	seman6c,	pragma6c,	sta6s6cal	

idiosyncrasies		
o  Ad	hoc,	wine	and	dine	(Kim	and	Baldwin	2010)	

•  Arbitrariness	and	Ins6tu6onalisa6on		
o  salt	and	pepper,	?pepper	and	salt	(Smadja,	1993)		

•  Frequency		
o  Same	order	of	magnitude	as	words	in	mental	lexicon	(Jackendoff,	1997)		

•  Limited	lexical,	syntac6c	and	seman6c	variability	
o  kick	the	bucket/?pail/?container	(Sag	et	al.,	2002)		

	



MWEs	and	NLP	
•  Real	understanding	requires	MWE-aware	corpus	processing	

1.  Corpus	processing	
2.  MWE	discovery	from	corpus	(to	build	MWE	lexica)	
3.  MWE	representa6on	(in	lexicon	and	grammar)	
4.  MWE	token	iden6fica6on	in	corpus	(to	annotate	MWEs)	
5.  MWE	seman6c	processing	
6.  MWE	integra6on	in	applica6ons		



mwetoolkit	
•  Language	independent	framework	for	MWE	processing	
•  Extracts	MWE	from	corpora	
•  Annotates	corpora	with	MWEs		
•  Calculates	AMs	
•  Pre-processes	MWEs	in	corpora	for	DSM	construc6on	
•  Imports	DSMs	(word2vec,	glove,	PPMI)	
•  Provides	func6ons	for	vector		
combina6ons	
•  Calculates	composi6onality	
•  Evaluates	against	gold	standard	

Project CAPES-COFECUB (France-Brazil) 



Overview	of	the	mwetoolkit	



MWE	Type	Discovery	
•  Candidate	extrac6on	

o  Pafern-based	heuris6cs		(e.g.	noun-noun,	verb-par6cle…)	
	



MWE-aware	corpus	processing	
•  MWE	token	iden6fica6on	

o  Pafern-based	heuris6cs	
o  Con6guous/gappy	iden6fica6on	
o  Shortest/longest/all	match	distances	
o  Projec6ng	extracted	MWE	types	back	in	source	corpus	



Annota6on	Op6ons	
•  Corpus	but	no	MWE	List:	

o  Generate	MWE	list	from	corpus	and	projec6ng	them	back	
•  Corpus	à	MWE	list	à	Annotated	Corpus	

•  Corpus	and	MWE	List	
o  Annota6on	based	on	external	lists	of	MWEs	

•  Corpus	+	MWE	list	à	Annotated	Corpus	



MWE	seman6c	processing	
•  Meaning	of	MWE	may	not	be	understood	from	meaning	of	

individual	words	
o  brick	wall	is	a	wall	made	of	bricks,		
o  cheese	knife	is	not	a	knife	made	of	cheese		à	knife	for	cu@ng	cheese	(Girju	et	al.,	2005).		
o  Loan	shark	is	not	a	shark	for	loan	but	a	person	who	offers	loans	at	extremely	high	interest	rates	



How	to	detect	composi6onality?	

•  Distribu6onal	Seman6c	Models	(DSMs)		
o  Posi6on	words	in	mul6dimensional	seman6c	space	

•  Each	word/MWE	represented	as	a	vector	in	the	seman6c	space	
o  Proximity	in	space	indicates	seman6c	relatedness	
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How	to	detect	composi6onality?	
•  Cosine	similarity	between	the	MWE	vector	and	the	sum	of	the	

vectors	of	the	component	words	
o  The	closer	vectors	are	the	more	composi6onal	they	are	(Reddy	et	al.	2011)		
o  cos(w1w2vector,	w1vector+w2vector)	



Distribu6onal	Seman6c	Models	
•  Techniques	and	tools	for	construc6ng	DSMs	

o  Dissect	(Dinu	et	al.,	2013),	Miniman6cs	(Ramisch	et	al.	2013),	word2vec	(Mikolov	et	al.,	
2013)	and	Glove4	(Pennington	et	al.,	2014).	
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Gold	Standards	for	Evalua6on	
•  Roller	et	al.	(2013)	244	German	compounds	

o  around	30	judgments	by	crowdsourcing	scale	from	1	to	7		

•  Farahmand	et	al.	(2015)	1,042	English	compounds	
o  4	experts	judges	binary	scale	for	non-composi6onality	and	conven6onality		

•  Reddy	et	al.	(2011)	90	English	compounds	
o  around	30	judgments		by	crowdsourcing		scale	from	0	to	5		



DSMs	and	Composi6onality	
•  Dataset	of	nominal	compounds	with	human	judgments	about	

literality/composi6onality	
o  180	compounds	for	English,	French	and	Portuguese		
o  Resource	freely	available	

•  hfp://pageperso.lif.univ-mrs.fr/~carlos.ramisch/?page=downloads/
compounds&lang=en	



DSMs	and	Composi6onality	
•  Dataset	of	Lexical	Subs6tu6on	of	Nominal	Compounds	in	

Portuguese	(LexSubNC)	
o  180	compounds	for	Portuguese		
o  Resource	freely	available	

•  hfp://pageperso.lif.univ-mrs.fr/~carlos.ramisch/?page=downloads/
compounds&lang=en	



Collec6ng	Human	Judgments	
•  Judgments	with	likert	scale	(0	to	5)	

o  For	compound	
o  For	w1	and	w2	separately	

•  Agreement	for	Portuguese	
o  For	subset	of	annotators	

•  α	=	.52	for	head,		
•  α	=	.36	for	modifier		
•  α	=	.42	for	compound	

o  Same	annotator	aqer	1	month:	0.59	for	compound	
	



Collec6ng	Human	Judgments	-	
Agreement	

•  Greater	agreement	between	score	for	compound	and	head	
(or	modifier)	for	extremes	
o  totally	idioma6c	and	fully	composi6onal	

•  For	PT	and	FR	compound	score	determined	by	score	of	the	
least	literal	word	



Agreement	
•  Most/least	varia6on	in	scores	(average±σ	score)		
	



The	models	
•  WaCky	Corpora	(Baroni	et	al.,	2009):	

o  ukWaC	for	English	(∼2	billion	tokens)		
o  frWaC	(∼1.6	billion	tokens)	for	French	
o  brWaC	(∼2.3	billion	tokens)	for	Portuguese	(Wagner	Filho	et	al.	2016)	
o  Pre-processing	

•  surface+:	the	original	corpus		
•  surface:	with	stopword	removal.		
•  lemma:	stopword	removal	and	lemma6za6on;		
•  lemmaPOS:	stopword	removal,	lemma6za6on	and	POS-tagging	

o  Context	Window	size:		1,4	and	8	
o  Dimension	size:	250,	500,	750	

•  DSMs	
o  PPMI	models	–	posi6ve	PMI	(Miniman6cs)	
o  GloVe	(Pennington	et	al.	2014)	
o  Word2vec	(Mikolov	et	al	2013)	Skipgram,	CBOW	
o  LexVec	
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Text	Simplifica6on	(TS)	
•  TS	quality	dependent	on	resources	

o  English:		
•  Corpora:		

o  Simple	English	Wikipedia	parallel	corpus,	with	alignments	between	the	Simple	and	
the	Standard	English	Wikipedia	

o  Penn	Treebank,	Bri6sh	Na6onal	Corpus,	ukWaC		
•  Resources	for	Lexical	Subs6tu6ons:	WordNet,	Roget,	Moby	
•  Gold	Standard	Subs6tu6on	Lists:	SemEval	Lexical	Subs6tu6on	Task	

o  Portuguese:	
•  Corpora	

o  Por	Simples	(Aluísio	et	al)	
•  Thesauri	

o  WordNet.Pt,	OntoPT,		



Text	Simplifica6on	
•  Two	main	tasks	(Shardlow,	2014):		

o  lexical	simplifica6on	(LS),		
•  replacing	complex	expressions	with	simpler	synonyms,		

o  syntac6c	simplifica6on	(SS)	
•  change	the	structure	of	a	sentence	by	using	simpler	syntac6c	construc6ons	

(Siddharthan,	2002).		
o  TS	with	MT	techniques	for	monolingual	transla6on		

•  learning	alignments	between	simple	and	standard	sentences	



General	Corpora	
•  WaCky	(Baroni	et	al.	2009)		

o  ukWaC	(Baroni	et	al.	2009)	
o  brWaC	(Boos	et	al.	2014,	Wagner	Filho	et	al.	2018)	

•  Crawling,		from	medium	frequency	content	words	as	seeds	
o  Linguateca	Corpora	Frequency	List	

•  Cleaning	
o  HTML	and	boilerplate	stripping,	using	density	metrics	and	

shallow	text	features	
•  Near-duplicate	detec6on	and	removal	

o  pairwise	comparison	of	all	documents		



Simple	Corpora	
•  For	English,		

o  Simple	English	Wikipedia	aligned	with	English	Wikipedia		(Coster	and	Kauchak	,	2011)		

•  For	Portuguese	
o  Coleção	É	Só	o	Começo	(Wilkens	et	al.	2014)	

•  5	books	manually	simplified	by	linguists.	
o  Caseli	et	al.	2009	

•  manually	annotated	corpus	of	syntac6c	and	lexical	simplifica6ons	
o  WikiJunior		

•  illustrated	books	for	children	up	to	12	years	old.		
o  Projeto	PorPopular	(Finafo	et	al.	2012)		

•  Tabloids	for	low	literacy	readers	



Simple	Corpora	
•  Wikilivros	Readability	Corpus	(WRC)	

o  Book	library	from	Wikilivros		
•  L1:	33	books	from	1st	to	9th	grades		
•  L2:	65	books	from	10th	to	12th	grades		
•  L3:	21	books	for	college	educa6on	

•  Readability	Assessed	WaC		(RAW)	
o  readability	assessment	module		(Wagner	Filho	et	al.	2016)	

•  intermediate	module	of	readability	assessment	
•  several	readability	features	used	as	features	for	classifier		

o  129,000	sentences	from	L1,		
•  13.5	words	per	sentence	

o  236,000	sentences	from	L2	
•  15.2	words	per	sentence	

o  96,000	sentences	from	L3,		
•  17.4	words	per	sentence		



Mul6word	Expressions	(MWEs)	

•  For	English	
•  NomLex,	WordNet	
•  Verb-Par6cle	Construc6ons	(Baldwin	2005)	
•  Compound	Nouns	(Nakov	2010,	Reddy	et	al	2011,	Yazdani	et	al	2015,	Ramisch	et	

al	2016)	

•  For	Portuguese	
•  Light	Verb	Construc6ons	

o  Duran	et	al.	2011	
•  Compound	Nouns	

o  Noun	Preposi6on	Nouns	from	Europarl	(Zilio	et	al.	2016)	
•  Parsing-based	(FIPS)	combined	with	Sta6s6cal	(PMI)	

o  Noun	Adjec6ve	(Cordeiro	et	al.	2016)	



Simple	Words	Lists	
•  Manually	created	lists		

o  For	English	
•  Oxford	3000	

o  For	Portuguese			
•  3,853	words	from	Oxford	3000	transla6on	complemented	with	most	frequent	

words	in	corpora		(Finafo	et	al.	2013)	



Lexical	Subs6tu6on	
•  Manual	resources	

o  For	English	
•  WordNet	(Fellbaum	1998),	Roget,	Moby	

o  For	Portuguese	
•  Onto.PT	(Oliveira	et	al.	2010),	
•  OpenWN-PT	(Paiva	et	al.	2012),		
•  Mul6Wordnet	(Branco	et	al.),		
•  WordNet.PT(Marrafa,	2002),		
•  WordNet.Br	(Dias	da	Silva	et	al.,	2008)	



Lexical	Subs6tu6on	
•  Distribu6onal	Seman6c	Models	

o  GloVe,	word2vec,	Miniman6cs,	Dissect,	LexVec	

•  Quality	Evalua6on	
o  For	English	

•  WordNet-Based	Synonymy	Test	(WBST)	(Freitag	et	al.	2005)	
•  Word	similarity	and	analogy	tasks	

o  For	Portuguese	
•  BabelNet-Based	Seman6c	Gold	Standard	(B2SG)	(Wilkens	et	al.	2016)	

o  synonymy,	antonymy	and	hypernymy	for	nouns	and	verbs	



Seman6c	Role	Labeling	(SRL)	
•  For	word	subs6tu6on	in	context	

o  For	English	
•  FrameNet	(Baker	et	al.	1998),	PropBank		(Kingsbury	et	al.	2002)	

o  For	Portuguese	
•  PropBank.Br	(Duran	and	Aluísio	2012),	VerbNet.Br	(Scarton	2013),	and	FrameNet	

Brasil	(Salomao,	2009).		
•  VerbLexPor	(Zilio	et	al.	2016)		

o  Cardiology	papers	vs.	Newspaper	ar6cles		
•  15,281	annotated	arguments	(4,192	in	CARD	and	11,089	in	DG)	



Resources	in	Numbers	



Conclusion	and	Future	Work	
•  English	and	Portuguese	

o  Difference	in	magnitude	and	availability	of	manually	constructed	resources	

•  Alterna6ve:	language	independent	methods	
o  Extrapolate	from	manually	created	resources	
o  Corpora	

•  brWaC	(Wagner	Filho	et	al.	2016)	
•  Readability	Assessed	Wac	(Wagner	Filho	et	al.	2016,	Wagner	Filho	et	al.	2018)	

o  Distribu6onal	Seman6c	Models	
•  LexVec	(Salle	et	al.	2016)	

o  Gold	standards	
•  NC	Composi6onality	Dataset	(Cordeiro	et	al.	2016)	
•  NC	LexSub	(Cordeiro	et	al.	2017)	
•  BabelNet-Based	Seman6c	Gold	Standard	(B2SG)	(Wilkens	et	al.	2016)	
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