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Deep Learning Revolution



• More accurate computer vision and speech recogni0on models 

• Not just wri>en language, but Mul0modal understanding 

• Represen'ng data is already challenging 

• Represen'ng mul'-modal, mul'-layered metadata  
(annota'ons, in our case) which remains in sync with the data 
and maintain consistency within and across layers can be  
quite challenging

NLP—No longer only Language



Metadata in the form of annota0ons—
Linguis0c or otherwise—play an important role 
in the underlying research

Underlying Assumption...



Robustness to Tokenization

An Example Scenario… Only Written Text



• Phase I  
Use exis'ng Treebank-ed text (= use exis0ng trees and tokens) 
Add a few layers of rich annota'on 
‣ Word Sense (depends only on tokens) 
‣ Named En''es (depends only on tokens) 
‣ Proposi'ons (depends on Tree structure) 
‣ Coreference (depends on Tree structure) 

• Phase II 
It is found to be very important to make minor changes to… 
‣ Treebank and PropBank layer guidelines so they more are in sync 
‣ A minor change in tokeniza8on to split on some hyphens

A Grant is (finally) Funded!

New-York-based (single token) 
             ↓  
       New-York      (first token) 
                -            (second token) 
           based        (third token)

As a result, some tokens 
are split into mul1ple tokens



Now, Update existing Annotations

Easy, Right?
well, Not Necessarily



Factors determining the Difficulty
• How the annota'on layers are represented? 

• How 'ght is the data coupling between the layers?  

• How detailed are the specifica0ons?  

a. within each layer 
b. between the layers

• Depending on the answers to the above ques'ons (and maybe a few more) 

- It might be a nightmarish scenario, or 

- It might be a reasonable task 

• Both op'ons will very likely require human interven0on (annotator) 

• The degree of that interven0on and the complexity of the task will be 

determined to a large degree by the above design decisions  



This was not a Hypothetical scenario

It happened in the OntoNotes project

• Owing to the design of the underlying representa'on, it was…  

- a reasonable task 

‣ Each layer had a detailed specifica0on 

‣ The layers—both inter- and intra- used a rela0onal data model 

‣ The layers were not too 0ghtly coupled 



Multiple-Layers in OntoNotes



Interpreting Tree Pointers



Propbank Frames



Word Sense Inventories



Annotation Lifecycle



Entity-Relationship Diagram



Multiple-Layers in OntoNotes

VideoAudio

Raw
Image



But isn’t SQL last-century?



Lessons from the Internet



SQL as the slim-waist



We are adding other modalities involved…

Audio, 
Images, 
Videos 
… 

The same task can become exponentially harder  
or impossible

Most of the issues are carried over to Clinical Narrative



Annotation as Code



What if… 
• Annota'ons are represented as we represent and manage source-code? 

• One peculiarity—increased complexity of the seman0cs for such “language” 

• We might benefit from a version control mechanism



Functional Data Structures



Ideas from git
• Each version of each layer of annota'on is an incremental opera0on on top 

of the earlier version.  

• Try to maximize determinis0c bi-direc0onal transforma'ons 

• Minimize lossy uni-direc0onal transforma'ons 

• Track annota0on version and the guideline specifica0on dependencies 

• Create new annota0on snapshots 

• Consistency checks using content hashes



Past Annotations Reachable

Annota8on Guidelines can be kept in sync



Ease of Experimentation

Very important to know exactly what guidelines were used  
for a par8cular set of annota8ons



Internet Philosophy



Next Generation of the Internet 
• Plain text files where possible—UTF-8 for serializa'on or even base64 

• Media Containers—akin to the next genera'on of internet that focuses on 
content—Named Data Networking (NDN) or Content Centric Networking 
(CCN)



Layer Tags



When a .parse is not the .parse
• File extensions are typically used to determine content, but when it comes 

to layers of annota'on, things can easily get complicated 

• Example, a .parse might contain one of many kinds or quali0es of parses 

— Dependency parse 

‣ Universal Dependency v2.0 
‣ Custom dependency 

— Cons8tuency parse 

‣ Gold parse (with traces) 
‣ Automa'cally generated 

๏ Using Charniak parser, model (A) 
๏ Using Charniak parser, model (B) 
๏ Using Berkley parser 
๏ … 

• Similarly the columns in a .conll file might be interpreted differently 

depending on the year and task involved



When a .parse is not the .parse
• File extensions are typically used to determine content, but when it comes to 

layers of annota'on, things can easily get complicated 

• oohggg_parse might contain one of many kinds or quali0es of parses 

• cnnnnn_parse might contain one of many kinds or quali0es of parses 

— Gold or Automa8c 
‣ o = Gold parse (using OntoNotes guidelines);  
‣ t = Gold parse (using original Treebank guidelines) 
‣ c = Charniak parser (Automa'c);  
‣ b = Berkeley parser (Automa'c) 

— Traces 
‣ o = original traces;  
‣ n = no traces 

— Hyphens  
‣ h = split-at-hyphens;  
‣ n = not-split at hyphens 

— …



Cannonical, Compositional 
Representation

The case of Chinese Characters



Graphical Features—
• Recent work by Wang et al., (2019) has shown that using the radicals in 

Chinese characters contain seman'c informa'on similar to the no'on of 
subwords and suffixes in English and can be used to improve unsupervised 

learned representa'ons that can improve named en0ty tagging



Multiple representations—
• Pinyin representa'ons of Chinese characters also help…



Interoperability Matters



Case of COVID-19
• Shah and Cur's (2020) iden'fy the limita0ons of current EHR systems 

• Difficul'es in pooling mul'ple data sources owing to missing mapping 
between different medicine nomenclatures  

• For a simple query—Find me pa0ents using Hydroxychloroquine 

— EHR (A) used Na8onal Drug Code 

— EHR (A’) used Medi-Span 

• A Common Data Model (CDM) would have helped bridge the two 
varia'ons of the same EHR system and allowed for be>er and quicker data 
analysis 

• CDM is not automa0c and not sta0c, but a be>er tracking system can be 
used to manage mapping across mul'ple versions and nomenclatures.



Learning CDM (Mappings)
• Dong et al. (2020), shows the significance of mapping types of COVID-19 

tests using LOINC codes 

— ~600 Manually mapped codes 

— 99.3% ITA (Cohen’s kappa) 

— 98.9% automa'c mapping accuracy 

• Allowed finer grained analysis of COVID-19 tes'ng data across 8 sites


