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ABSTRACT 
Recent results in the area of language identification have 
shown a significant improvement over previous systems. In 
this paper, we evaluate the related problem of dialect 
identification using one of the techniques recently 
developed for language identification, the Gaussian mixture 
models with shifted-delta-cepstral features. The system 
shown is developed using the same methodology followed 
for the language identification case. Results show that the 
use of the GMM techniques yields an average of 30% equal 
error rate for the dialects in the Miami corpus and about 
13% equal error rate for the dialects in the CallFriend 
corpus. 

1. INTRODUCTION 
Over the last few years, the area of language identification 
has seen the development of new techniques including 
novel approaches using Gaussian mixture models, support 
vector machines, and improvements on the more classical 
approaches based on phone recognition and language 
modeling, such as the PPRLM system[1-3]. The problem of 
dialect identification, which is closely related to the 
language identification problem, has not received the same 
level of research interest. The task of dialect identification 
is that of identifying the spoken dialect from within a set of 
utterances in a known language, (e.g., North versus South, 
in the case of American English). Due to the similar nature 
of dialects within a language, dialect identification poses a 
more difficult problem than language identification. 
 
The potential applications for dialect identification are 
similar to those in the area of language identification, 
including among others pre-processing of the incoming 
speech for other downstream processing such as automatic 
speech recognition systems.   
 
The work presented in this paper is focused on applying 
some of the techniques developed for language identification 
community to the area of dialect identification. The 
organization of this paper is as follows: Section 2 describes 
the two corpora used for the dialect ID experiments. Section 
3 describes briefly the system based on GMM acoustic 
scores. Section 4 discusses the dialect ID results obtained for 
both corpora and Section 5 presents conclusions and 
proposals for future work. 

2. CORPORA 
The CallFriend corpus [4] is a collection of unscripted 
conversations for 12 languages, including two dialects for 

three of the languages, recorded over domestic telephone 
lines. The corpus consists of a training partition used to train 
the language models of the system, a development partition 
for parameter tuning and an evaluation partition used to test 
performance. The 12 languages are: Arabic, English, Farsi, 
French, German, Hindi, Japanese, Korean, Mandarin, 
Spanish, Tamil and Vietnamese. Of particular interest for the 
work shown in this paper are the dialects included for three 
(English, Mandarin, and Spanish) of the 12 languages. Each 
of these languages includes two dialects: North and South 
for English, Mandarin and Taiwanese for Chinese, and 
Caribbean and Non-Caribbean for Spanish.  
 
The training partition of the CallFriend corpus includes 20 
conversations for each dialect in the three languages, 
English, Mandarin and Spanish, resulting in 40 
conversations per language. Each training conversation in 
the CallFriend corpus is about 30 minutes long. The 
development partition and the evaluation partition for the 
CallFriend corpus include 80 testing utterances per dialect, 
except for the case of English where an additional group of 
about 320 utterances are included in the evaluation partition. 
This set of 320 utterances include utterances from the King 
corpus, the OGI corpus and Switchboard. Each of the speech 
utterances available in the development and evaluation 
partitions and used for this work is about 30 seconds. 
 
A second corpus, the Miami corpus, consists of two dialects 
within the Spanish language. This corpus, which is described 
in [5], includes utterances for Cuban Spanish and Peruvian 
Spanish. The corpus is partitioned in three disjoint sets 
called E, F, and G as shown in Table 1. 
 

Set Dialect Number of 
utterances 

Cuban 37 E 
Peruvian 23 
Cuban 39 F 

Peruvian 20 
Cuban 16 G 

Peruvian 8 
TABLE 1. Partition of the Miami corpus into three sets E, F, 
and G. 
 
The speech utterances in the Miami corpus are about 3 
minutes long captured from an interview of native speakers. 
The effective size of the utterances is around 1.5 minutes as 
the interviewer’s voice is eliminated from the utterances. 
Each of these utterances was recorded using a boom 
microphone and recorded with a Sony digital audio tape with 
a sampling rate of 48 kHz and 16-bit quantization. 
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3. GMM-SDC system  
The Gaussian mixture model (GMM) using shifted delta 
cepstral features (SDC) or GMM-SDC, system employed 
in this work has been previously described in more detail 
in [2, 3] and is shown in Figure 1. The GMM-SDC system 
consist of a set of GMMs trained for each dialect of 
interest. For example, for the case of discriminating 
between the English dialects, two models are trained, one 
for each dialect. Similar to the work performed for LID, 
the features used for the system are based on shifted-delta 
cepstra, which are a set of features derived from the 
classical set of delta cepstra. 
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FIGURE 1. GMM-SDC system as used for the dialect ID 
problem. 
 
The training and testing procedures are as follows. During 
training, each of the training conversations is processed by 
the front-end and a feature set using a 7-1-3-7 SDC 
parameterization is obtained for each frame. The full set of 
feature vectors is used to build a Universal Background 
Model (UBM) using all the training conversations in the 
CallFriend corpus. The dialect-dependent models are then 
trained by adapting the UBM similar to the technique 
described in [6].  
 
During testing, an incoming speech utterance is processed 
by the front-end and scored against each dialect-dependent 
model using a fast scoring scheme as described in [7]. The 
model scoring highest is hypothesized as the model of the 
incoming utterance. 
 
For the case of the CallFriend corpus, where a significant 
amount of data is available, we will evaluate the use of a 
backend classifier instead of a maximum likelihood 
decision. Employing this backend classifier enhances the 
classification performance by correcting some of the errors 
produced in the maximum likelihood decision criteria. 

4. EXPERIMENTS 
This section presents the results obtained for both the 
CallFriend corpus and the Miami corpus. The set of results 
presented for the CallFriend corpus is more extensive as 
the amount of data available allows more flexibility for 
further analysis and improvements. 

4.1. Miami corpus 

The first set of results shown is based on the experiments 
conducted for the Miami corpus. The results obtained are 
presented using two scenarios. Either one of two sets (E or 

F) is used for training the GMMs with the remaining set (E 
or F) along with set G used for evaluation. The GMM 
order used for this set of experiments is 256 as higher 
order models did not trained reliably. Results for the 
Miami corpus are summarized in Table 2, with the 95% 
confidence intervals for these values at approximately 
±10.0 for testing on sets E and F, and ±20.0 for testing on 
set G.  
 

Training 
set 

Evaluation 
set 

Classification 
Error (%) 

EER (%) 

E F 28.51 35.59  
E G 45.83 41.67 
F E 23.73 32.20 
F G 41.67 41.67 

TABLE 2. Summary of results for the Miami corpus.  
 
The performance obtained for the Miami corpus is worse 
than that obtained in [5]. The system evaluated in [5] 
resulted in a better classification error by about 15%, when 
the E partition was used for training, and about 5% better 
when the F partition was used for training.  Two subtleties 
in the Miami corpus need to be studied further. First is the 
amount of training data available and the availability of 
almost twice as much data for Cuban compared to 
Peruvian. Additional experiments conducted showed that 
the classification is highly biased toward Cuban as the 
GMM order is increased. This result might be an 
indication of a need for balancing the training data set to 
include similar amount for each dialect. This limitation in 
the GMM orders that could be reliably trained is also 
considered an important factor in the performance obtained 
Second, the choice of SDC parameterization values needs 
to be evaluated further to understand its effect for this data 
set. 

4.2. CallFriend corpus 

For the speech utterances in the CallFriend corpus, three 
experiments were conducted dealing with the classification 
of the dialects on each of the languages available, English, 
Mandarin and Spanish. The results for the experiments are 
shown in Table 3, with the 95% confidence intervals for 
these values at approximately ±2.5.  
 
From the results in Table 3, the results for the CallFriend 
corpus are better than those obtained for the Miami corpus. 
Although such a comparison is not necessarily fair as the 
conditions for each corpus are different, the increased 
performance obtained can be due to either the higher 
amount of training data, which allows for a GMM order of 
2048 to be trained, or the use of a parameterization for the 
SDC features that was chosen because of its performance 
for the language identification case on previous 
experiments for this corpus. Additionally, the collection 
for each corpus is different which needs to be addressed in 
future experiments.  
 
Additional experiments were conducted to assess the use 
of a backend classifier (BE) in the dialect identification 
case. The first experiment conducted was performed by 
scoring the development set against the two dialect models 



available. For each case, the experiments resulted in a 
decrease in performance for two of the three set of dialects 
evaluated.  
 

Dialects Classification 
Error (%) 

EER 
(%) 

English 28.45 15.06 
Mandarin 28.21 11.54 
Spanish 33.33 13.73 

TABLE 3. Summary of results for the CallFriend 
corpus. 

 

 
FIGURE 2. Comparison of results using a backend 
classifier in the case of English dialects. 

 
The results in Figures 2, 3 and 4 show that no 
improvements are obtained when a Gaussian backend 
classifier is employed.  
 
A second experiment was conducted to determine whether 
additional improvements can be obtained when auxiliary 
information is added to the backend classifier. In this 
experiment, rather than limiting the data seen by the 
classifier to only that of the different dialects of the same 
language (two scores per test utterance), the classifier is 
designed to utilize all the data available in the CallFriend 
corpus (15 scores per test utterance). All the development 
utterances are scored and used for training the classifier. 
Results for this case are shown in Fig. 5, 6 and 7. 
 
The results shown clearly demonstrate the advantage of 
using the auxiliary information for the backend classifier. 
The impact of the backend classifier for the case of the 
English dialects is not quite as large as for the other two 
cases. This result originally was considered to be due to 
the presence of the 320 out of corpus utterances in the 
evaluation set for English, but additional experiments 
conducted showed that eliminating the out of corpus 
utterances did not improved performance. 
 

 
FIGURE 3. Comparison of results using a backend 
classifier in the case of Mandarin dialects. 

 

 
FIGURE 4. Comparison of results using a backend 
classifier in the case of Spanish dialects. 

 



 
FIGURE 5. Comparison of the two backends 
evaluated for the English dialects. 

 

 
FIGURE 6. Comparison of the two backends 
evaluated for the Mandarin dialects. 

5.CONCLUSIONS 
This paper has presented results in the area of dialect 
identification by evaluating one of the current state of the art 
systems developed in the area of language identification. 
The results shown demonstrate the potential of the GMM 
technique as a candidate technique in the area of dialect 
identification. 
 
The performance obtained for the GMM system evaluated in 
this paper is lower than that obtained in previous work with 
the Miami corpus[5] but the system provides very good 
performance for two of  the dialects in the CallFriend 
corpus. Of particular importance is the fact that the 
technique has been ported without any specialization for the 
case of dialect identification and the results obtained are 
promising.  

 
FIGURE 7. Comparison of the two backends 
evaluated for the Spanish dialects. 

 
Future work in this area includes development of newer 
techniques and better understanding of the technique as it 
applies to the particular case of dialect identification, along 
with the evaluation of other language identification systems 
like PPRLM and SVM Additional work is expected to 
include evaluation of other algorithm developed for 
language identification along with better tuning of the 
algorithms for the problem at hand.  
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